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Abstract

A high-performance data transfer method has been developed for the Remote Experimentation Centre (REC) of
ITER in Japan for the first time. The developed technology shows the technical feasibility to establish the REC
with full data replication between ITER and REC for remote experiments. Test results showed that it achieved
a data transfer rate of approximately 7.9 Giga-bits per second (Gbps) on a 10-Gbps network. The new double-
layer storage structure can accelerate the storage read/write speed up to 2 GByte/s. Moreover, the Internet and a
layer-2 virtual private network (L2VPN) comparison tests demonstrated that the latter is superior in both security
and speed. This technology shows great potential for near real-time full data replication between ITER and REC,
which may provide a new style of world-wide remote experimentation.
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1. Introduction Access this large amount of data from the REC is
a complex endeavor. One conceivable solution would
be to transfer data from ITER to REC by means of
high-speed data transfer technology. In this paper, we
demonstrate the technological feasibility of the fast
data transfer method for endowing the REC with full
data replication of remote experiments. Another solu-
tion focuses on remote computer desktop access, par-
ticularly using NoMachine (NX), virtual network com-
puting (VNC), and the Microsoft remote desktop. We
feel that interactive remote computer access and high-
speed remote data transfer fulfil complementary roles.
With that in mind, in this paper we concentrate upon
discussing and verifying high-performance remote data

As ITER is an immense international collaboration
project, remote participation in the ITER experiments
has often been a topic of discussion [1, 2, 3, 4]. Cur-
rently, the Broader Approach (BA) activity of the joint
program of Japan and Europe (EU) is proceeding with
the construction of the ITER Remote Experimentation
Centre (REC) [5] at the International Fusion Energy
Research Centre (IFERC) in Rokkasho, Japan. ITER
experimentation harnesses the expertise of fusion re-
searchers world-wide, and the REC enables such coop-
eration among geographically separated teams.

A data archiving system for the ITER Control, Data

Access, and Communication system (CODAC) is cur-
rently being designed. The ITER data volume esti-
mates for the design are listed in Table 1.

Table 1: Estimation of ITER data amount [6, 7].
Total DAN* archive rate (initial) 2 GByte/s
Total DAN archive rate (final) 50 GByte/s
Total archive capacity 90-2200 TByte/day
Plasma duration 400-500s (~1000 s)
* : Data Archive Network
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transfer technology for its present and future potential.

The speeds of wide area network (WAN) telecom-
munications had been much slower than those of local
area networks (LANs) for many years. However, the
Ethernet technology originally developed for the LAN
has brought about technical innovations on the WAN,
as well. Today, including intercontinental connections,
WAN backbones are two orders of magnitude faster
than neighboring PC-PC LAN communications — typ-
ically 100 Giga-bits per second (Gbps) for WAN and
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1 Gbps for LAN. To achieve the goal shown in Table
1, we need data transfer speeds at the same rate as the
DAN archive, which is 2 GByte/s (16 Gbps) in the ini-
tial phase and 50 GByte/s (400 Gbps) in the final phase.

1.1. Remote Experiment Technology in Fusion Re-
search

There are several technical approaches to fully utiliz-
ing WAN remote connections for fusion experiments.
One of the large projects was the technology develop-
ment in the EFDA/Eurofusion community. Not only
remote computer and data access methods, but also a
wide range of teleconferencing and message exchang-
ing tools have been developed [8]. FusionGrid was im-
plemented under the United States national grid project
[9]. FusionGrid interconnects multiple research sites
through the MDSplus data access platform and the
Globus toolkit, which enables not only remote data ac-
cess but also remote computing using the data of other
sites [10].

The Fusion Virtual Laboratory (FVL) project in
Japan has been designed to deal with geographically
separated data acquisition nodes and to archive data
for multiple fusion experiment sites. In FVL, the high-
speed WAN backbone has been applied for the inter-
nal data migration path of the distributed data acqui-
sition and archiving system, which is called the LAB-
COM system [11]. FVL covers three distantly located
fusion sites: LHD at NIFS, QUEST at Kyushu Uni-
versity, and GAMMA10 at the University of Tsukuba.
The LABCOM system remotely acquires the raw data
by controlling distributed digitizers at each site and mi-
grates them into the central storage at NIFS almost in
real time. The archived data is provided online within
a few seconds via the same WAN backbone. In other
words, the LABCOM central storage functions as the
Internet data center (iDC) for these three fusion exper-
iments. Such remotely replicated data storage will also
be quite important for data safety in the event of unex-
pected disasters.

Although remote desktop access is being used for
remote participation (RP) in fusion experiments, there
are several problems when it is applied for RP of very
long distance. Primarily, the long latency in the net-
work connection often degrades the user’s experience,
and it is difficult to support a large number of remote
collaborators performing scientific visualizations [12].
Since such visualizations are required for decision-
making related to hardware/software adjustments for
the next plasma pulse within the between-pulse inter-
val, a new technology is demanded for RP of very long
distance.

Remote operation [12], which was developed for re-
mote collaborators in the United States to participate

in experiments of Experimental Advanced Supercon-
ducting Tokamak (EAST) in China, is one such new
RP technology. EAST’s remote experiments are op-
erated from the remote control room (RCR) located
at the General Atomics (GA) site in San Diego with
few exceptions (such as feedback control of the plasma
control system). GA scientists in the RCR conduct ex-
perimental operation of EAST with US collaborators
and minimal on-site EAST staff. Data obtained from a
plasma shot is transferred as soon as the plasma break-
down through a 1-Gbps line between EAST and the
RCR, round trip time (RTT) of which is about 200 ms.
Data is analyzed by computers in the RCR and served
for visualization within several minutes of the plasma
breakdown. US collaborators have access to computers
in the RCR by remote desktop, which they use to ex-
amine the analyzed data, and then they participate in a
discussion for the next plasma shot. In the sequence of
a remote experiment, data transferred to the RCR is not
the full dataset but a 1KHz down sampled data (~ 150
MB), the size of which is about one hundredth of the
full size data (~ 15 GB). This is done so as to keep data
analysis and discussion time within the plasma cycle
of 10-20 minutes under the 1-Gbps network bandwidth
constraint. Full datasets are transferred later, outside of
the plasma shot cycle.

Using this remote operation system, EAST and GA
successfully operate EAST’s third shift (0:00-8:00) in
China as the first shift (8:00-16:00) in San Diego.
Three-shift 24-hour operation is cost effective for ex-
perimental fusion reactors such as EAST because cryo-
genic operation costs are always required during an ex-
periment campaign in order to maintain the supercon-
ducting temperature. However, a midnight shift places
a heavy burden on workers. The international three-
shift operation demonstrated by EAST’s remote opera-
tion reduces this burden, so it is an attractive option for
other international fusion projects such as ITER.

2. Requirements for ITER REC

Direct remote desktop access for RP to ITER will be
somewhat stressful in the case of the long network dis-
tance between ITER and REC, in which RTT is about
200 ms.

In order to solve this issue, one of the useful method
is to send ITER’s experiment data, to store them in the
REC data repository and to provide the remote user for
data analyses, in addition to the streaming data to see
the experimental results quickly. Both the data are use-
ful for determining the future shot parameter, and the
full size experiment data is preferable for detailed anal-
ysis. The former data must be transferred within a strict
time limit, however, the full size data, which is need



for the detailed data analyses, should be transferred at
an appropriate timing and within an appropriate time.
Though the possible best timing is not clear yet, it may
be preferable in just after the shot of experiment and
before the next shot for the transfer of the full size data.
If we can expect a priority use of ITER’s outbound net-
work during a shot cycle, the full speed for the data
transmission could be available.

In ITER case, the volume of data is much larger
than the other facilities, that is estimated in the or-
der of 1-50 terabytes (TB) per shot, and the plasma
pulse interval is considered to be one-half hour long
or one hour long. Therefore, a requirement level of
fast data transfer technology for REC is higher than
other cases [10, 11, 12]. Fast data transfer technology
has been investigated as a crucial activity of the REC
with F4E, QST, NIFS, and NII collaboration. The full
replication of ITER remote experiment data provides
a stress-less data analysis environment for the remote
site. To realize the full replication, (1) a long-distance
fast data transfer method, (2) high read/write through-
puts on both sender and receiver storages, and (3) se-
cure broadband networks with sufficient bandwidth for
the required replication speed will be essential. As
mentioned in section 1, we require a replication speed
that is the same as the DAN archive rate, that is 2 GB/s
(16 Gbps) in the initial phase and 50 GB/s (400 Gbps)
in the final phase.

If the fully replicated data will be made in the re-
mote site, world-wide data analyses can be executed
at either site or at both sites in parallel, based on the
international collaboration.

3. Double-Layer Storage for Higher Performance

To achieve a sufficient network speed for data repli-
cation, the read/write performance of the data storage
must be improved accordingly at both ends.

A cluster of hard disk drive (HDD) arrays is cost
effective for massive data archiving with sufficient
speed for multi-user environments. Actually, high-
performance parallel filesystems using a large number
of HDDs are often adopted for the primary storage of
a supercomputer or data archiving systems for elemen-
tary particle physics, astronomical observatories, etc.
GPFS and Lustre are very popular for their filesys-
tem software, which can typically provide 100 GB/s
throughput and sometimes more.

However, the 10- or 100-Gbps network interface is a
single device port, so the data transmitter and receiver
computers must have sufficiently fast local data buffers
that consist of non-volatile memory. This is why we
have developed a new storage structure featuring the
additional front-end layer of a compact SSD array (Fig.
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Figure 1: New double-layer storage structure. Data stored on the
front-end SSD will be migrated asynchronously to the main archiv-
ing cluster of HDD arrays.

1). In a single node computer having eight SSDs, bulk
data writing tests have demonstrated a performance up
to 2 GB/s, and the reading speed has reached almost 3
GB/s. This front-end has enough speed for data repli-
cation in the initial phase of ITER. The double-layer
structure has been successfully verified on the LHD
data system with 14 TB front-end and 0.5 petabytes
(PB) main storage [13].

SSD technology is currently progressing rapidly in
terms of speed, capacity, and cost. The current fastest
SSD has four lanes of PCI express (PCle) 3.0 interface
(4GB/s bandwidth) and read/write speeds of 3.5GB/s
and 2.1GB/s [14]. Furthermore, a new version of the
I/O interface, PCle 4.0, which has double the band-
width of PCle 3.0, was published in 2017. CPUs and
SSDs that support PCle 4.0 will be available in a few
years. Therefore, we can expect that eight SSDs, each
of which has doubled throughput of 3.5 GB/s, may
overcome the 50 GB/s speeds before the ITER oper-
ation.

The storage system is used for fast data transfer, but
its main purpose is to keep all of fusion experiment data
for analysis. Therefore, it is important not only that
the storage speed is fast but also the storage capacity
is very large. Double-layer storage is an economical
method to satisfy both requirements.

4. Methods for High-Speed Data Transfer

Many protocols and tools have been provided for
data transfer. Conventional data transfer tools, such as
ftp, scp, and sftp are still very popular, but there are
problems if these tools are used for long-distance data
transfer [15].

A variety of long-distance data transfer tools have
developed, including multi-connection TCP-based
tools (gridftp [16], bbftp [17], bbcp [18]) and UDP-
based tools (Aspera [19], UDT [20]). For networks
with packet loss issues, UDP-based tools often pro-
vide much better throughput than TCP-based ones [21].



These tools are major in specific areas. For example,
Gridftp is the standard data transfer tool in high energy
physics, and EAST’s remote operation has used Aspera
as the data transfer tool [12]. Most of these tools have
sufficient performance in 10-Gbps WAN. However, if
they are used in 100-Gbps network, performance satu-
rates before the network bandwidth, even in LAN.

To support 100-Gbps WAN and beyond, new data
transfer tools are being researched and developed, such
as FDT [22], mdtmFTP [23] and MMCFTP [24].

These tools use not UDP but rather TCP, as TCP is
faster in high-speed networks. There is a widespread
belief that UDP is light weight and so UDP-based pro-
tocols are faster than TCP. While this statement is still
true in a Gigabit Ethernet (GbE) environment, it is not
true in the 10GbE-100GbE environment. Performance
test results for TCP and UDP in a 100GbE environment
[25] showed that in LAN, TCP single flow speed was 2
times faster than UDP single flow speed (79 Gbps vs.
33 Gbps), and in WAN, TCP speed was slightly faster
than UDP speed (36.5 Gbps vs. 33 Gbps). This perfor-
mance inversion of TCP and UDP is due to hardware
assistance. In present computers, in order to reduce the
CPU core load, a 10GbE or higher network interface
card (NIC) substitutes for a part of the communication
processing originally performed by the operating sys-
tem (NIC offloads [26]). Because there are some of-
floading techniques that only work for TCP, this inver-
sion has occurred. There is a possibility that offloading
techniques effective only for UDP will be developed
in the future, but at present, TCP is advantageous for
high-speed data transfer.

Fast Data Transfer (FDT) is a JAVA-based file trans-
fer tool developed by Caltech. If the buffer size and
number of TCP connections are set appropriately, high-
speed data transfers near 100 Gbps can be expected.

Multicore-aware Data Transfer Middleware FTP
(mdtmFTP) is a new file transfer tool developed by
Fermilab. Many techniques that are effective for
high-speed data transfer, including asynchronous IO,
Zero-Copy, and multicore-support, are implemented in
mdtmFTP. Also, as with rsync, since it contains an
archive function, it has the advantage of high-speed
transfer of a large number of small files.

MMCFTP will be described in detail in a later sec-
tion.

4.1. Packet Pacing

Packet pacing is a well verified method for optimiz-
ing the TCP/IP packet transmission speeds. The record,
9.08 Gbps on a 10-Gbps physical link, was achieved by
using this method [27]. Packet pacing tunes the inter-
packet gap (IPG) timing very finely so that the packet

sending rate never exceeds the available unused band-
width, thereby avoiding packet losses. As such, this
method is applicable for any single TCP session.

For applying this method, we collaborated with Hi-
raki Laboratory at the University of Tokyo to conduct
a high-performance data transfer test between ITER in
France and NIFS in Japan in 2009. By memory-to-
memory data transfer, we able to sustain the transfer
speed of 3.5 Gbps for 205 seconds over a bandwidth
limited to 4 Gbps [28].

Packet pacing is still effective for better data trans-
fers if the bottleneck link bandwidth is less than the
sender’s network interface speed [25].

4.2. MMCFTP

Massively Multi-Connection File Transfer Protocol
(MMCFTP) is a new file transfer protocol developed
by NII [24]. This protocol uses several thousands of
TCP connections. To sustain the specified target speed,
it controls the number of connections dynamically in
accordance with the network condition, including the
RTT and packet loss rate in real time.

Although MMCFTP uses TCP, it has resistance to
packet losses because: 1) it uses many TCP connec-
tions, 2) it maintains a pool of established TCP con-
nections and if speeds of some TCP connections slow
down, it uses additional TCP connections in the pool
for data transmission to maintain the target speed, and
3) if packet loss rate is high, it increases the number of
pooled connections dynamically. If long distance 10-
Gbps traffic consists of one TCP connection, a packet
loss can cause a radical slow down, for example, to 5
Gbps. However, if the same traffic consists of 1000
TCP connections of 10 Mbps each, a packet loss af-
fects only one TCP connection and reduces the speed
to 5 Mbps, with the total speed of 1000 TCP connec-
tions remaining at 9.995 Gbps. Even in such a case,
MMCEFTP adds one TCP connection to keep the target
speed (10 Gbps). When the packet loss rate is high, all
of the pooled connections will be exhausted. If pooled
connections run short, MMCFTP dynamically estab-
lishes new connections and doubles the number of con-
nections in the pool.

MMCFTP currently supports up to 26,880 TCP con-
nections. Other tools cannot handle such a large num-
ber. GridFTP performance degrades if too many con-
nections are specified [29]. Furthermore, if about 1000
or more connections are specified, GridFTP cannot es-
tablish them all and then malfunctions. FDT takes a
few minutes to establish several thousands of connec-
tions before data transfer starts. Supporting such a
large number of TCP connections is one of the tech-
nical challenges for data transfer tools.



Figure 2 shows the detailed results of the MMCFTP
data transfer from ITER to REC at the target speed of
8.18 Gbps. MMCFTP prepares a sufficient number of
TCP connections (the green line) beforehand and uses
the necessary number for sustaining the target speed
(the yellow line). Inactive TCP connections are closed
after a certain period of time (at point A). If the number
of pooled connections becomes insufficient, the new
connections are established (at point B). The speed of
each connection varies on the basis of network condi-
tions and TCP flow control, such as the slow start (the
gray line). MMCFTP uses a larger number of connec-
tions when the average speed per connection is low.
Conversely, it uses a smaller number of connections
when each connection speed is high. Such a comple-
mentary relation can be clearly observed between the
gray line and the yellow line in Fig. 2. This is the
mechanism that can sustain the total transfer speed (the
orange line) at the specified target speed. This mech-
anism also works when network quality is low (i.e.
packet loss rate is high). For TCP, the longer the com-
munication distance, the greater the speed degradation
due to packet losses [30]. In such cases, MMCFTP in-
creases the number of TCP connections automatically
to maintain the target speed as much as possible. As a
result, the effect of the total transfer speed due to packet
losses is smaller than that of Gridftp and FDT which
use a fixed small number of TCP connections for data
transfer.

MMCFTP supports multi-path data transfers that use
multiple network paths simultaneously for transmitting
one file when both the sender and receiver hosts have
interfaces of these networks. This function is not sup-
ported by FDT or mdtmFTP. MMCFTP demonstrated a
97 Gbps disk-to-disk file transfer speed between Tokyo
and London using two 100-Gbps lines simultaneously
[31]. It also achieved a 231 Gbps memory-to-memory
data transfer speed between Tokyo and Denver, USA
using three 100-Gbps lines [32].

We can conclude that MMCFTP’s constant bit rate
method is very useful for rush data transfers within a
limited time period, such as in ITER remote experi-
ments.

5. Long-Distance Data Replication Tests

QST, NIFS, and NII have been collaborating to con-
duct practical verification tests on fast data transfer
methods between distant locations via the Japanese
academic backbone network. A preliminary test re-
sult using MMCFTP showed an 8.5 Gbps data repli-
cation speed over 100 s on a 10-Gbps layer-2 virtual
private network (L2VPN) (Fig. 3). In addition, MM-
CFTP achieved an 84 Gbps memory-to-memory trans-
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Figure 3: MMCFTP achieved 8.5 Gbps throughput via 10-Gbps
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fer speed for a 1 PB long data transmission [33]. Thus,
we decided to begin preparation for the demonstration
tests of the ITER full data replication to the REC.

5.1. SINETS5

The Science Information Network (SINET) is a
Japanese academic backbone network for more than 3
million users and more than 800 universities and re-
search institutions, including IFERC/REC and NIFS.
The fifth-generation SINET, called SINETS, was
launched in April 2016. SINETS uses dark fibers and
wavelength division multiplexing (WDM) technology.
Adjacent data centers have been connected by a 100-
Gbps wavelength path from the beginning of its oper-
ation (Fig. 4). By adding another carrier wave on the
same fiber, SINETS can increase the bandwidth in ac-
cordance with the traffic demands.

The entire structure has also been drastically
changed from a star-like topology to a fully meshed
topology. Each data center is directly connected to the
others by two logical paths based on the multi-protocol
label switching—transport profile (MPLS-TP). One of
the two paths is a primary path, which is the shortest
path on the fiber routes. The other path is the sec-
ondary path, which is placed on the disjoint route to the
primary path. In the case of primary path failure, the
traffic route is switched to the secondary path within
a few dozen milliseconds. As a result, SINETS users
can access any location with minimal latency time and

Number of Connections
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Figure 5: New European direct link of SINET5. The latency time
has been reduced by about 2/3, and the TCP/IP efficiency has been
improved accordingly.

can maintain their communications even in the case of
primary path failure.

The international lines of SINETS have also been
upgraded in light of the the expected increase in inter-
national traffic. For traffic to North America and South
America, the West Coast line has been upgraded from
10 Gbps to 100 Gbps, while the East Coast line of 10
Gbps has been kept the same. For European traffic, we
previously shared the East Coast line in SINET4. How-
ever, SINETS has a new direct European link, in re-
sponse to the increase in European traffic, with a band-
width of 20 Gbps. As a result, the network latency be-
tween Europe and Japan has decreased from about 300
ms in SINET4 to about 200 ms in SINETS (Fig. 5).
Since many research communities have been using this
Japan-European direct line, its bandwidth is becoming
insufficient. This line will be upgraded to 100 Gbps
in the first quarter of 2019. The latency improvement,
especially between Europe and Japan, is advantageous
for reliable TCP/IP telecommunications to realize the
ITER remote experimentation centre in Japan.

5.2. Internet vs. VPN

A site connected to the Internet can be accessed not
only by users but also by attackers. To protect a site
from attackers and to minimize the security risk, net-
work security devices (e.g., firewall (FW) and intrusion
prevention systems (IPS)) must be installed at the con-
nection point between the site and the Internet. How-
ever, these devices inevitably reduce the data transfer
rates [30]. We evaluated the performance impact us-
ing the FW/IPS of the IFERC/REC site. Table 2 lists
the actual performance when the FW/IPS is on and off.
Here, we found that the FW/IPS restricts the forward-
ing speeds to 2—4 Gbps. In the usual case, IPS=on, the
incoming rate never reaches 10% of the physical band-
width (10 Gbps). Even with IPS=off, the packet for-
warding capability is still degraded. Ethernet Jumbo
frames (9000 bytes) improve the efficiency somewhat,
but it is difficult to achieve more than 60% transfer ef-
ficiency via an FW. As pointed out in [30], while that
is sufficient for human interactive communications, it
is not good enough for bulk data transfer.

Table 2: Actual transfer speeds via FW/IPS.
Frame size (bytes) IPS NII-REC REC—NII

1500 on 0.8 Gbps 1.8 Gbps
1500 off 2 Gbps 3 Gbps
9000 off  2-6 Gbps 4 Gbps

Virtual private network (VPN) services (such as
L2VPN (Ethernet VPN), L3VPN (IP VPN)) are an-
other useful network connection. In this study, we used
L2VPN, which is a virtual LAN (VLAN) extended to
other sites via WAN. L2VPN requires that all the inter-
mediate relay equipments such as switches and routers
are set up to establish the virtual static circuit. There-
fore, our L2VPN connection from ITER to REC had to
be made in cooperation with related academic network
operators, namely, RENATER, GEANT, and SINET.

Because the L2VPN provides a static network cir-
cuit completely isolated from other networks, no spe-
cial processing powers are required for its use. In addi-
tion, it is naturally secure against external disturbances
and security attacks.

Using these services, distant sites, called VPN mem-
bers, connect to each other via a closed network, which
is isolated from the Internet. A site connected to the
VPN can be accessed from VPN members only, so
there is no need to install network security devices.
There is no overhead of communication for L2ZVPN
and L3VPN, whereas Internet VPNs (such as SSL VPN
and IPSec VPN), which use encryption technology to
protect data, have a heavy overhead. L2VPN and
L3VPN are more secure than Internet VPNs.
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Academic network providers, which are called na-
tional research and education networks (NRENSs), such
as RENATER in France, SINET in JAPAN, Internet2
in the United States, and others, present not only their
own VPN services but also connect services between
their VPN and the VPNs of other NRENs. There-
fore, an advanced research project can communicate
with its world-wide members securely using an inter-
national VPN. For example, CERN and the high en-
ergy physics community are operating their own inter-
national L3VPN, called LHCONE (Fig. 6). By using
LHCONE, they share huge data that were obtained by
ATLAS, Belle2, and others, and analyze these data by
world-wide distributed computing.

Using a VPN, data transfer methods deliver full per-
formance as shown in Fig. 3 while maintaining secu-
rity. . These results show that, for the ITER remote
experiments, it is strongly recommended to establish
an international VPN link dedicated for the secure data
replication between ITER and the REC data storage
systems.

A site can connect to both the Internet and a VPN
under some security rules for isolating two networks
on the site. How to construct such a secure site is mod-
eled as the Science DMZ [30]. By applying the Science
DMZ model to the ITER and REC sites, users will ac-
cess both sites via the Internet for interactive use of the
sites, while scientific data obtained by ITER will be
transferred to the REC via the VPN.

5.3. Demonstration for ITER Data Replication

To determine the feasibility of full data replication
from the presumed ITER fast data storage to the REC
fast data storage, we executed an ITER — REC data
replication test.

Figure 7 shows the sequence of the ITER remote ex-
periment. (i) The shot parameters prepared by a re-
searcher at the REC will be sent to the shot scheduling
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Figure 7: ITER remote experiments and ITER—REC data replica-
tion test.

system. (ii) The experiment will be performed using
these parameters after they have been validated from
the view-points of safety and operation of the facility.
During the experiment, the measured data are acquired
and stored in the fast storage. (iii) The measured data
will be copied to the main storage and will be trans-
ferred to the REC site simultaneously. In the REC site,
(iv) the researcher will access the local fast storage and
analyze the data. Then, the researcher in the REC will
prepare the shot parameters for the next shot, and (v)
the shot parameters will be sent to the shot scheduling
system in the same manner.

To demonstrate (iii) in Fig. 7, we prepared a 10-
Gbps L2VPN link from ITER to REC (Fig. 8) and two
servers (Table 3), which were respectively assigned an
adequate IPv4 private address. This L2VPN circuit
was temporarily constructed through the French RE-
NATER, European GEANT, and Japanese SINET net-
works. The RTT between ITER and REC was approx-
imately 200 ms.
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Figure 8: International VPN for ITER—REC data replication test.

Table 3: Host specifications for the test.

Sender (ITER) Receiver (REC)
CPU Xeon E5-1630v3  Xeon E5-2630v2
(6C12T 3.5GHz) (6CI12T 2.6GHz)
Memory 32 GB 32 GB
SSD Intel SSD 750 Intel SSD 750
(1.2 TB) (1.2 TB)
(O] CentOS 6.8 CentOS 6.8
NIC Chelsio T310 Intel X520
MTU 1500 byte 1500 byte

In the ITER—REC data replication test, we sent
1 TB of data every 30 minutes using MMCFTP, as

O




ITER’s data amount per shot in the initial phase is es-
timated as 2 GB/s x 500 s = 1 TB. Real fusion diag-
nostics data of LHD and JT-60U were used as transmit-
ting data. Even though GEANT and SINET have band-
widths of 20 Gbps or higher, the terminal connections
from the ITER and REC sites to the nearest RENATER
and SINET nodes are both 10 Gbps. Therefore, we lim-
ited the actual data transferring speed, i.e., “goodput,”!
to 8 Gbps so as not to disturb other traffic.

Figure 9 shows the network traffic for the ITER data
replication tests to REC. In the test week, we demon-
strated a daily operation of one shift (8 hours), two
shifts (totaling 16 hours), and three shifts for two days
and more (totaling 50 hours).

Bit/sec

86
66
46
26 ‘
0+

09/01(Thu) 09/02(Fri) 09/03(Sat) 09/04(Sun)
2016/08/31 16:00 - 2016/09/05 08:00

09/05(Mon)

Figure 9: Repetitive data replication from ITER to REC was demon-
strated in a single shift of operation (totaling 8 hours), two shifts (to-
taling 16 hours), and three shifts for two days continuous operation
(totaling 50 hours).

Figure 10 shows 100 repetitive transfers of 1.05 TB
of data over 50 hours. The best, worst, and average
goodputs for each replication were 7.92 Gbps, 5.47
Gbps, and 7.17 Gbps, respectively. It is remarkable that
MMCFTP can provide approximately 7.17/8.0 = 89 %
effective speed for a very long duration. Even in the
worst case, the provided speed never degraded be-
low 5.47/8.0 = 68 %. In this case, another research
project was using the London-Tokyo line for its high-
speed data transfer, and network congestion occurred.
The average number of active TCP connections for the
best case was 1477.7 while the average number for the
worst case was 3619.1. This means that MMCFTP in-
creased the number of TCP connections in the worst
case to keep as close as possible to the target speed.
An 8 Gbps data transfer between ITER and REC may
be possible by other tools such as GridFTP if network
conditions are stable. However, network conditions are
always changing due to the influence of other traffic
sharing the same line. If GridFTP were used for the
experiment, performance degradation in the worst case
should be greater than MMCFTP.

Figure 11 shows the best result: goodput of 7.92
Gbps. Figure 12 shows traffic in the French backbone
network RENATER. The achieved rate of 50 TB/day is

!Goodput is the application-level throughput. The network
passing byte/s “throughput” becomes a few % higher because of
TCP/IP/Ethernet headers and retransmitted data packets for error-
corrections.

a world record for inter-continental point-to-point data
replication.
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Figure 10: 1.05 TB data transfer was made every 30 minutes, and
105 TB in total were transferred over 50 consecutive hours. The
achieved rate of 50 TB/day is a world record for inter-continental
point-to-point data replication.
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Figure 11: The best result: average goodput of 7.92 Gbps for trans-
ferring 1.05 GB of data. In order not to disturb other network traffic,
the application data speed was limited to 8 Gbps on the 10-Gbps
physical connection.
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Figure 12: RENATER traffic in tests.

6. Conclusion

The results of long-time cyclic transfer tests from
ITER to REC demonstrate the possibility to build a
full replication site of ITER remote experiment data
even at a distance. With the present 10-Gbps connec-
tion, it is possible to complete the full data replication
synchronously to ITER pulse sequences. A 7.9 Gbps
migration speed for 1 TB of data has been confirmed
under the 8 Gbps limit. An L2VPN provides greater
advantages for high-performance transfer in terms of
both security and stability than the usual Internet con-
nections.

The currently expanding 100-Gbps network back-
bones and the coming 400 Gbps technology suggest
a near-future possibility for more than one data repli-
cation site of ITER around the world. In this paper,
we only reported the technical verification results of



a high-performance data replication method from the
ITER site to the REC in Japan. Further investigations,
such as expanding this scheme to the international
ITER partners, will inevitably require a tight relation-
ship with the ITER unified data access system [35].
Moreover, there still remain further discussions regard-
ing whether the full data replication implies bidirec-
tional data mirroring or not. Even though bidirectional
replication is not technically difficult, one-way repli-
cation would be easily acceptable from other points of
view. As this paper can only provide technical insights,
higher-level discussions are necessary to put these ver-
ification results into practical deployment in the remote
collaboration system structure.

For high-bandwidth world-wide data transfers in
other fields of the so-called “big sciences,” sub-
stantial support is typically received from the na-
tional/international academic network operators, such
as ESnet, GEANT, and SINET. For our verifica-
tion tests from ITER to REC, RENATER of France,
GEANT, and SINET provided us with warmhearted
cooperation to set up the L2ZVPN circuit and the band-
width usage for the sufficient time period. Such co-
operation with the academic network operators will be
indispensable if we wish to distribute the ITER data to
international partners.

As our verification tests were performed using a
single point-to-point connection, data replications for
multiple points around the world will be another re-
search issue. Our SSD-based fast frontend storage can
provide double the speed of 10-Gbps network, so it
may possibly become an intermediate relay node for
receiving the replicated data and also transferring them
to the next site simultaneously. This “daisy-chain” data
transfer [24] is something we would also like to per-
form verification tests on the next step of this study.

HDD-based massively sized storage using a large
number of HDDs is not necessarily suitable for 10GbE
or 100GbE data sender or receiver computers. There-
fore, a frontend storage layer of a compact array of sev-
eral SSDs has been added for temporal data buffering
on both sides. This has been verified to provide faster
speeds of over 2 GB/s more than the 10-Gbps network
bandwidth.

The initial phase data production rate of 2 GB/s can-
not be transferred in real time through the present 10-
Gbps uplinks of both ITER and REC sites. Not only
bandwidth upgrades but also further investigations of
both networking and archiving technology should be
continued to cover the final 50 GB/s rate in the coming
years. Therefore, we recommend that the demonstrated
method is introduced into ITER supporting machines,
such as JT-60SA and LHD.
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