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ABSTRACT

Microinstabilities such as ion temperature gradient (ITG) mode and trapped electron mode (TEM) in quasi-axisymmetric (QA) stellarator
are investigated by using gyrokinetic Vlasov simulations, where the QA configuration of Chinese first quasi-axisymmetric stellarator is uti-
lized. Extensive parameter scans with respect to the density and temperature gradients for the zero beta cases identify the microinstability
maps that indicate the transition boundary among ITG and TEM. It is found that, in particular for the modes with the ion-gyroradius scale,
a relatively more stabilized regime appears along the transition boundary of ITG–TEM. Such a valley-like stability structure is not observed
in the other cases with the sub-ion-gyroradius-scale. A stabilization effect attributed to the hollow density profile is also demonstrated.
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I. INTRODUCTION

In most tokamaks, the energy and particle transport is mainly
caused by turbulence, which is driven by the microinstabilities such as
the ion temperature gradient mode (ITG) and trapped electron mode
(TEM) in the ion gyroradius scale. In addition to the turbulent
transport, the neoclassical transport also has a large contribution
in traditional stellarators.1 In order to suppress the neoclassical
transport, several optimization concepts are proposed to enhance the
confinement in stellarators.2–5 One of the concepts is so-called quasi-
axisymmetric (QA) stellarator.6,7 The QA stellarator is an optimized
non-axisymmetric plasma with a nearly axisymmetric magnetic field
strength, and the neoclassic transport is reduced almost to the level of
tokamaks.8 It is considered that the QA stellarator is not a hybrid device
of tokamak and stellarator, either, but it combines advantageous points
from both tokamak and stellarator, where several QA devices have been
designed, such as CHS-qa in Japan9 and National Compact Stellarator
Experiment (NCSX) in United States.5,10 So far, there has been no real-
istic devices of QA stellarator in the world, but now Chinese first quasi-
axisymmetric stellarator (CFQS) is being built in Southwest Jiaotong

University (SWJTU) in China, under a joint project between SWJTU
and National Institute for Fusion Science (NIFS) in Japan.8,11–14

Although theoretical analyses show that the neoclassical trans-
port in QA stellarators is small, the microinstabilities and the resultant
turbulent transport still remained to clarify. Therefore, it is important
to examine how such QA optimization affects the properties of micro-
instabilities and turbulent transport, which is usually thought to be
associated with the ITG, TEM, and so on.15 The stabilization effects of
three-dimensional geometry on the microinstability have been stud-
ied,16–18 and several works on the gyrokinetic analyses of microinst-
abilities in the QA stellarator, especially for NCSX, have been
done.19–21 However, an overall structure of the microinstabilities on
the parameter space has not been identified in the previous studies.

In this paper, the gyrokinetic Vlasov code GKV is used to investi-
gate the ITG and TEM in CFQS, including the nature of the microinst-
ability map. The rest of the paper is organized as follows. In Sec. II, the
gyrokinetic Vlasov simulation model and settings are briefly intro-
duced. The simulation results are shown in Sec. III. Finally, the conclu-
sions are given in Sec. IV.
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II. GYROKINETIC VLASOV SIMULATION MODEL
AND NUMERICAL SETTINGS

Electrostatic microinstabilities in a QA stellarator are investigated
by means of a gyrokinetic Vlasov simulation code GKV.22–24 The
GKV code is based on the so-called df gyrokinetic model and solves
time evolution of perturbed distribution functions dfs of ions s ¼ ið Þ
and electrons s ¼ eð Þ, the electrostatic potential /, and the parallel
component of the vector potential Ak. The governing equation is the
electromagnetic gyrokinetic equation for the perturbed distribution
functions dfs on the five dimensional phase space xg ; vk;lð Þ.25,26 The
Fourier representation with the perpendicular wavenumber k? is
given by
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where dgsk? stands for the non-adiabatic part or the kinetic part of the
perturbed distribution functions dfsk? in the Fourier form with the
perpendicular wavenumber k?, i.e., dgsk? ¼ dfsk? þ esJ0sd/k?FMs=Ts.
J0s is the zeroth-order Bessel function and represents the finite gyrora-
dius effect. FMs is the equilibrium part of the distribution function
given by the local Maxwellian distribution. The second term on the
left hand is the nonlinear term, and the symbol RD means the double
summations with respect to k0? and k00?, which satisfy the triad-
interaction condition of k? ¼ k0? þ k00?. xDs and x�Ts are the mag-
netic and diamagnetic drift frequencies, respectively. dwk? is the gyro-
averaged potential fluctuation. In GKV, collisional effects are intro-
duced in terms of a linearized model collision operator Cs, where a
gyro-averaged Lenard–Bernstein model is applied,27 and the collisional
effects are discussed in, e.g., Ref. 28.

In GKV, a local flux-tube coordinate x; y; zð Þ,29 which is defined
as x ¼ a q� q0ð Þ; y ¼ aq0=q q0ð Þ q qð Þh� f

� �
; z ¼ h based on the

straight field-line coordinates q; h; fð Þ, is applied, where a is the minor

radius, q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w=wedge

q
with the toroidal flux w, and q q0ð Þ is the safety

factor on the flux surface with q ¼ q0.
In the simulations, we use a standard CFQS equilibrium gener-

ated by the variational moments equilibrium code (VMEC).30 The
magnetic configuration of CFQS is quasi-axisymmetric with two mag-
netic field periods, and the aspect ratio is 4, and the major radius is 1
m. The shape of the poloidal cross section of the CFQS configuration
varies with the toroidal angles.8,11 A zero-beta vacuum magnetic equi-
librium is considered, and the following simulations look into a local
position at q ¼ 0:5, where the field line label of a ¼ f� q qð Þh ¼ 0 is
fixed. Beta is the ratio of the reference pressure to the reference mag-
netic energy density, i.e., b ¼ l0nref Tref =B2

ref . The wave number kyqi

is taken as 0.05, 0.01, …, 2.5, where the radial wavenumber kx is set to
be zero. The grid number along the field line (z-direction) is 1536 for
six poloidal turns, and 60 and 16 grid numbers are used for vk and l
directions with the maximum of 4 vti, respectively. Also, Ti=Te ¼ 1.
Figure 1 shows the variation of the magnetic field intensity along the
field line of a poloidal turn.

III. SIMULATION RESULTS
A. Electrostatic ITG modes with adiabatic electrons

If the kinetic part of the perturbed distribution function of electron
is ignored, the trapped electron effect is not included in the simulation
model. The adiabatic electron approximation is still useful because one
can see the fundamental properties of the electrostatic ITGmode, where
the parametric dependence of the ITGmodes is examined.

Figure 2 shows the growth rate spectrum of electrostatic adiabatic
ITG for different temperature gradients R0=LT at density gradient
R0=Ln ¼ 0. From Fig. 2, there is a critical temperature gradient for
ITG. If R0=LT exceeds this critical gradient, ITG modes are destabilized
and the growth rate increases with the increase in R0=LT . This tendency
is also found in tokamaks and other stellarators.31 Figure 3 shows
R0=LT dependence of the maximum growth rates for the different val-
ues of the density gradient R0=Ln. One finds a variation of the critical
temperature gradient depending on the density gradient. The growth
rate increases almost linearly with R0=LT for any R0=Ln. By fitting these
lines, the threshold of the critical temperature gradient for ITG modes
is estimated. A negative R0=Ln enhances this threshold, and a positive
R0=Ln can reduce the threshold first and then enhances it as R0=Ln
increases. The critical gradient of R0=Ln ¼ 0 is R0=LT;crit � 3:37 for
CFQS. When the value is compared to that in previously evaluated

FIG. 1. The magnetic field intensity along the field line at q ¼ 0:5 and a ¼ 0 for
CFQS.

FIG. 2. The growth rates of electrostatic adiabatic ITG modes vs kyqi for various
R0=LT at R0=Ln ¼ 0.
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critical gradient of R0=LT;crit � 3:51 for NCSX, we see a similar critical
gradient, where the R0=LT;crit is re-calculated from aN=LT;crit � 1:13
with the minor radius of aN � 0:322m in NCSX.19 The comparison of
the CFQS and NCSX results indicates that the fundamental adiabatic
ITG modes are quite weakly affected by the difference of the magnetic
geometry between the CFQS and NCSX.

The impact of the density gradient on the ITG mode growth rate
is highlighted in Fig. 4. It is found that the growth tends to be reduced
toward the largely positive R0=Ln. Moreover, in the case with negative
R0=Ln, i.e., a hollow density profile, the reduction in the ITG mode
growth rate is revealed. Such a non-monotonic relationship between
the growth rate and R0=Ln has also been found in the tokamak case.32

B. Electrostatic microinstabilities
with kinetic electrons

Kinetic electrons are the key factor for triggering TEMs, and they
also can affect ITG modes. In the cases with kinetic electrons, ITG

modes and TEMs can coexist. In this subsection, we examine such
electrostatic kinetic ITG-TEM modes in CFQS. Note that the trapped
electron effect is excluded in the simulation model when the kinetic
response of the perturbed distribution function of electrons is ignored.
This is the so-called adiabatic electron approximation, and such treat-
ment is still useful for studies of the pure ITG mode and for the cross-
code benchmark. The simulation results about the ITG mode in the
adiabatic electron approximation are shown in the Appendix.

Figure 5 shows the growth rate and the real frequency spectrum
for various R0=LT at R0=Ln ¼ 0, where R0 is the major radius, and
LT ¼ � d lnTs=dxð Þ�1. Here, R0=LTi ¼ R0=LTe is assumed. The
growth rate c and the real frequencyx are normalized to vti=R0, where
vti is the ion thermal velocity. From Fig. 5(a), the transition from ITG
mode to TEM with the frequency switch is found, and the discontinu-
ities in x and c appear near the transition wavenumber. Note that the
propagating directions of the ITG mode and TEM are the ion diamag-
netic (the negative real frequency) and the electron diamagnetic drift
directions (the positive real frequency), respectively. To compare with
the adiabatic results shown in Fig. 2, kinetic electrons yield a higher
growth rate of the ITG mode. One can see that the growth rates of
TEM are also proportional to R0=LT , but this is attributed mainly to
the electron temperature gradient (cf. Ti=Te ¼ 1).

Figure 6 shows the density and temperature gradient dependence
of the growth rates and real frequencies for the hybrid ITG-
TEM modes at fixed kyqi. We recognize that the dominant mode at
kyqi ¼ 1 is the ITG mode with the negative frequency and the domi-
nant mode at kyqi ¼ 2:5 is the TEM with the positive frequency. In
the adiabatic case, both a negative density gradient and a large density
gradient can suppress ITG modes, seen in Figs. 3 and 6(a). Similarly,
in the kinetic case, a large density gradient, i.e., R0=Ln > 4, can sup-
press ITG modes, seen in Figs. 6 and 7. Therefore, when R0=LT < 8
and R0=Ln > 4, the dominant mode is TEM. On the other hand, for
kyqi ¼ 2:5, this is smaller than the ion scale and the dominant mode
is the TEM, seen in Fig. 6(b). It is found that a density profile with a
negative gradient, blue case in Fig. 6(b), is not useful to suppress the
TEM. Figure 7 displays similar results, but the horizontal axis is con-
verted from the temperature gradient to the density gradient in order
to highlight the stabilization effects by the density gradient. It is clearly
shown that the ITG modes can be suppressed by a density profile with
a negative gradient, seen in the green and pink cases in Fig. 7(a). Such
ITG stabilization by a hollow density profile has not been reported in
the gyrokinetic analysis for QA stellarators. For high R0=LT cases, a
similar tendency is observed for the TEMmodes. These results suggest
that, in the CFQS configuration, the hybrid ITG-TEM modes can be
suppressed when the absolute value of R0=Ln is enough large even at
some large value of R0=LT .

The previous results are given by setting R0=LTi ¼ R0=LTe in the
simulations. However in experiments, the electron temperature is eas-
ily changed by electron cyclotron resonance heating, which causes a
different value of ion temperature gradient and electron temperature
gradient. In order to study such an effect of the different heating sce-
nario on hybrid ITG-TEM instabilities, the cases with a fixed electron
temperature gradient are simulated here. Because the typical R0=LTe in
CFQS has not been known yet, the electron temperature gradient is set
as R0=LTe ¼ 8, which is the typical value in the other devices like the
large helical device. Figure 8 shows the growth rate spectrum and
the real frequency spectrum of the hybrid ITG-TEM modes for

FIG. 3. The maximum growth rates of electrostatic adiabatic ITG modes vs R0=LT
for various R0=Ln. The dashed lines are the fitted lines of the curves.

FIG. 4. The maximum growth rates of electrostatic adiabatic ITG modes vs R0=Ln
for various R0=LT .
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R0=LTe ¼ 8 and R0=Ln ¼ 0. When R0=LTi � 4, the dominant insta-
bility is TEM. This is due to a large electron temperature gradient to
drive a strong TEM, and R0=LTi � 4 is not large enough to drive a
strong ITG mode. As R0=LTi increases, ITG modes become more pro-
nounced and dominate in the low kyqi region. It is also found that
R0=LTi can suppress TEMs.28,33

Figure 9 shows the stability contour map of the growth rates of
the electrostatic hybrid ITG-TEM modes with kyqi ¼ 1:0; 2:5 vs
R0=Ln and R0=LTi for R0=LTe ¼ 8. For kyqi ¼ 1:0, a small density
gradient or a larger density gradient can suppress ITG mode, and the
density gradient can drive TEM. Therefore, the top left of Fig. 9(a) is
dominated by ITG and the bottom right is dominated by TEM. It is
found that a stability-valley-like structure appears along the transition
boundary of the ITG and TEM with R0=Ln � R0=LTi , where the
growth rate is relatively low. A similar structure has also been found in
the gyrokinetic analysis for the W7-X.34 On the other hand, for

kyqi ¼ 2:5, the most unstable TEM is located in the region where
both R0=Ln and R0=LTi are nearly zero. Then, one can see a significant
descent of the TEM growth rate toward the transition boundary for
the ITG modes. Hence, the valley-like structure no longer appears for
the case in higher wavenumber.

IV. CONCLUSIONS AND DISSCUSSION

The electrostatic microinstabilities such as ITG and TEM in the
QA stellarator CFQS are investigated by using the gyrokinetic Vlasov
code GKV, and their global stability characteristics are identified.

Considering the kinetic electrons in the model, the kinetic hybrid
ITG-TEM modes can be examined. In the low kyqi region, the domi-
nant mode is ITG. In the high kyqi region, the dominant mode is
TEM. Such hybrid ITG-TEM modes can be suppressed when the
absolute value of R0=Ln is enough large even at a some large R0=LT .
Considering that the ion and electron temperature gradients in

FIG. 5. The growth rates (a) and real fre-
quencies (b) of the hybrid ITG-TEM
modes vs kyqi for various R0=LT at
R0=Ln ¼ 0. Here, R0=LTi ¼ R0=LTe .

FIG. 6. The growth rates and real fre-
quencies of the electrostatic hybrid ITG-
TEM modes vs R0=LT for several values
of R0=Ln at (a) and (c) kyqi ¼ 1:0 and
(b) and (d) kyqi ¼ 2:5.
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FIG. 7. The growth rates and real fre-
quencies of the electrostatic hybrid ITG-
TEM modes vs R0=Ln for various R0=LT
at (a) and (c) kyqi ¼ 1:0 and (b) and (d)
kyqi ¼ 2:5.

FIG. 8. The growth rates (a) and real fre-
quencies (b) of the hybrid ITG-TEM
modes vs kyqi for various R0=LTi at
R0=Ln ¼ 0 and R0=LTe ¼ 8.

FIG. 9. The stability contour map of the
growth rates of the electrostatic hybrid
ITG-TEM modes vs R0=Ln and R0=LTi for
R0=LTe ¼ 8 at (a) kyqi ¼ 1:0 and (b)
kyqi ¼ 2:5. The red dashed line is the
boundary of ITG mode dominant region
and TEM dominant region.
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experiments are generally not equal, the kinetic hybrid ITG-TEM
modes for the cases with different R0=LTi and R0=LTe are investigated.
Since R0=LTe ¼ 8 is enough to drive a TEM, the TEM is always unsta-
ble and becomes dominant when R0=LTi is small. As R0=LTi increases,
the growth rate of TEM decreases and the growth rate of ITG mode
increases. A highlighted finding is that a stability-valley-like structure
appears along the transition boundary of the ITG and TEM in the sta-
bility map for the ion-scale modes. However for the electron-scale
modes, there is no this stability-valley-like structure.

In this paper, the field line label of a is set a 0, i.e., toroidal angle
U ¼ 0�. The flux-tubes with different initial toroidal angles in CFQS
have different geometries. The structures along the magnetic field lines
at different toroidal angles for the magnetic field intensity and the
squared perpendicular wavenumber are different. Because the perpen-
dicular wavenumber is the smallest for U ¼ 0� near h ¼ 0�, the
growth rate of ITG at U ¼ 0� is the largest.19 The growth rate
decreases with the toroidal angle in the half toroidal period for CFQS.
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