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To represent the formation of fuzzy nanostructures produced on a tungsten surface by exposure to a he-
lium plasma, we have developed a hybrid simulation method that combines the binary collision approximation,
molecular dynamics, and kinetic Monte Carlo calculations (BCA-MD-KMC). Since the MD code has been paral-
lelized using the domain decomposition method (DDM) for execution in a multi-CPU environment, we developed
the BCA code from scratch to mesh it efficiently with the DDM. The BCA-MD-KMC hybrid simulation code
achieved a helium irradiation time of 0.1 seconds or longer, in spite of functioning at the level of atomic-scale
models. In consequence, we have been able to observe the formation of concave and convex structures on a
tungsten surface in the simulation.
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1. Introduction
Irradiation of a tungsten surface by a helium plasma

produces fuzzy nanostructures [1, 2] due to the self-
agglomeration of helium atoms in the tungsten. The gen-
eration of such fuzzy nanostructures has in fact been con-
firmed in the Large Helical Device (LHD) [3]. There
has been some concern that these fuzzy structures may
cause problems such as arcing and the generation of micro-
cracks in the material [4], enhancing tritium retention [5]
and decreasing the thermal conductivity of the divertor
plates [6]. The physical and chemical properties of the
fuzzy nanostructures have also been investigated in order
to advance plasma applications. In addition, the forma-
tion of nanostructures due to helium-plasma irradiation
has been confirmed for several metals other than tung-
sten [7–9].

Molecular dynamics (MD) [10–23], the binary colli-
sion approximation (BCA) [21, 24, 25], and several mod-
els [26,27] have been employed in simulations aimed at un-
derstanding the formation of fuzzy nanostructures. In par-
ticular, multi-scale simulations [28] are necessary to treat
such complex processes as helium bubble formation and
the growth of fuzzy nanostructures. We have previously in-
vestigated the hybridization of MD and Monte Carlo (MC)
simulations for multi-scale simulations of fuzzy nanostruc-
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ture formation [29, 30]. In these MD-MC hybrid simu-
lations, we solve the long-timescale diffusion of helium
atoms in tungsten using a MC random walk, while we ob-
tain the deformation of the material due to the pressure
from the helium bubbles using MD.

However, this MD-MC hybrid simulation approach is
insufficient for explaining how the fuzzy structure can be-
come a long fiber because the injection of helium ions is
not simulated in real time. Since the MD simulation of the
injection process requires longer computational times, the
helium atoms were directly inserted into the target material
at a depth below the surface corresponding to the penetra-
tion depth (range) of the injection process determined be-
forehand from a BCA simulation. Thus, in this hybrid sim-
ulation, the helium atoms start to diffuse from the inserted
positions. The same procedure was used to skip the injec-
tion process in a full MD simulation of helium bubble for-
mation [31]. However, the change in the injection process
between a flat surface and a rough grown surface cannot
be represented by this approach because BCA simulations
have shown that the penetration depth, reflection ratio, and
sputtering yield depend strongly on the surface morphol-
ogy [24, 25]. In addition, the BCA-MD hybrid simulation
has shown that injected helium atoms are easily stopped in
helium bubbles [32].

In the present work, we have therefore added the BCA
directly into the simulation to deal with the injection pro-
cess in real time, forming a BCA-MD-KMC hybrid simu-
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lation.

2. Combining the Binary Collision
Approximation with the Domain
Decomposition Method
In our new BCA-MD-KMC hybrid simulation, the

first improvement involves the procedure for inserting he-
lium atoms. The surface structure of the target material and
the distribution of the diffusing helium atoms are changed
in the MD and the KMC computational phases, while the
injection of a helium ion is calculated by using the BCA
phase on the fly. In particular, the atomic positions in the
target material at any given moment in the MD are em-
ployed in the structure of the target material used in the
BCA for helium ion injection.

To ensure compatibility of the BCA-MD-KMC hybrid
simulation, we have developed the simulation code for the
BCA from scratch in the C++ language. The reason for
this is due to the following problem encountered in con-
necting the BCA and the MD. To treat a large sample com-
posed of 106 - 108 atoms or more on a parallel supercom-
puter system, a MD simulation is generally parallelized us-
ing the domain decomposition method (DDM); in particu-
lar, our MD code “GLIPS” uses DDM. In the MD phase of
the BCA-MD-KMC hybrid simulation, information about
the atoms is distributed among many CPUs. On the other
hand, traditional BCA codes [33, 34] only perform serial
calculations. Of course, a BCA simulation is sufficiently
fast even if it is a serial calculation. However, if a tradi-
tional BCA code is to be hybridized with a MD code, the
information about atoms distributed among many CPUs
for the MD phase must be gathered into a single CPU for
the BCA calculation. The communication cost of gather-
ing this information is greater than the calculational cost of
the BCA simulation. Moreover, in recent supercomputer
systems, the memory size per CPU core/node is not large,
because the number of CPU cores is so great. For these
reasons, the gathering of information about all the atoms is
not appropriate.

In the present work, we have therefore developed a
new code, “BCA with DDM on GLIPS (BDoG).” The the-
oretical models for binary collisions [35] and for the elec-
tron stopping power [36] used for the BCA are the same
as in the ACAT code [33, 34], while collision detection for
projectiles is calculated using a procedure similar to that
employed in the MD with DDM in the GLIPS code. Note
that “projectile” here means either an injected particle or a
recoiled atom.

The method of combining the BCA with the DDM is
illustrated in Fig. 1. The decomposition rule for the target
material is the same as that used in the MD phase. Sim-
ply put, the simulation box is separated into rectangular,
parallel, piped domains, and one CPU takes charge of each
domain. The separated domains in the BCA phase of the
simulation are the same as those in the MD phase. Al-

Fig. 1 Combining the BCA with the domain decomposition
method. The solid and dotted arrows are the trajectories
calculated on CPU 0 and CPU 1, respectively. (a) The
boundary for switching between working CPUs (dashed
line) is the same as the domain boundary. (b) In the
BDoG code, the boundary for switching the calculation
from CPU 0 to CPU 1 (dashed line) is set to the right of
the domain boundary, while the boundary for switching
from CPU 1 to CPU 0 (dot-dashed line) is set to the left
of the domain boundary.

though the target material is separated in this way, the rou-
tine used to track the trajectory of a projectile in principle
involves serial processing. Therefore, one CPU follows the
projectile within the separated domain to track its trajec-
tory for the binary collision calculation, while other CPUs
are resting. When the projectile moves to the next domain,
the working CPU begins resting, and the CPU of the next
domain starts working to track the projectile.

A simple approach is to switch the working CPU when
the projectile crosses the domain boundary, as shown in
Fig. 1 (a). However, this may cause frequent switching of
the working CPU because the projectile often follows a
small zigzag trajectory along the domain boundary. For
instance, channeling along the lattice corresponds to such
a small zigzag trajectory. In this approach, the communi-
cation cost for switching between working CPUs is high.

In contrast, in the BDoG code, the boundaries for
switching between working CPUs are set outside the do-
main boundary, as shown in Fig. 1 (b). In this way, a small
zigzag trajectory can be calculated without the necessity of
frequent switching between working CPUs.

This improvement solves both the problem of the cost
of the gathering information and the problem of memory
resources. The BCA simulation can then be smoothly con-
nected with the MD simulation for the BCA-MD-KMC hy-
brid simulations.

3. BCA-MD-KMC Hybrid Simula-
tion
The second improvement in the BCA-MD-KMC hy-

brid simulation from the MD-MC hybrid simulation used
in our previous work is that the algorithm for the MC phase
of the calculation is replaced by the KMC algorithm.

In the MD-MC hybrid simulation, the MC phase for
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the diffusion of helium atoms is simply a random walk of
particles on a lattice. The KMC algorithm has two advan-
tages over this MC algorithm:

The first advantage is that the elapsed time required
for the simulation can be more reasonably estimated with
theoretical adequacy.

The second advantage is that not only can the diffu-
sive migration of helium atoms in tungsten be comfortably
treated as an event in the KMC but so also can the injec-
tion of a helium ion from the plasma, which is calculated
by the BCA. The probability of an injection event in the
KMC is defined by the product of the incident flux φ and
the surface area S . We note that the surface area S used
to define the event probability is the cross-sectional area of
the simulation box perpendicular to the direction of inci-
dence, rather than the area of the (potentially convoluted)
morphological surface. When a diffusion event is chosen
by the KMC algorithm, a diffusing helium atom moves to
the next site, while when an injection event is chosen, a
BCA calculation is performed for the atomic configuration
representing the target material at that moment.

These theoretical advantages enable a reasonable rep-
resentation of the competition between the injection of
plasma particles and the desorption of diffusing impurity
atoms in the material. These advantages were also con-
firmed by our previous study, which developed a BCA-
KMC hybrid simulation for hydrogen retention in tungsten
undergoing plasma irradiation [37].

Execution of the BCA-MD-KMC hybrid simulation
follows the flow diagram shown in Fig. 2. First, the simula-
tion system is initialized. In particular, the target tungsten
material is positioned at the bottom of the simulation box,
and a few impurities which are helium atoms and vacancies
are placed within the target material.

Fig. 2 Flow diagram for the BCA-MD-KMC hybrid simulation.

After initialization, the loop of the BCA-KMC phase
begins. In this phase, an event—which may be a migra-
tion event of a diffusing helium atom or an injection event
of a helium ion—is chosen according to the KMC algo-
rithm. The migration of a helium atom is represented as a
migration in the cell system that corresponds to the target
material obtained from the atomic particles using the same
method as that employed in our previous MD-MC hybrid
simulations [29, 30]. If a migration event is chosen, a he-
lium atom moves to the next cell. If an injection event is
chosen, a BCA simulation is performed for the injection of
a helium atom, where the target material is composed of
atomic particles and is not the cell system. If the injected
helium ion stops in the target material, it is added to the
cell system for migration as a diffusing helium atom. Af-
ter each event, the program checks to determine whether
the helium atom of the event was trapped by a cell corre-
sponding to a helium cluster/bubble. If the helium atom is
trapped, the number of trapped helium atoms Nt increases.
Once trapped, a helium atom never becomes a candidate
for a migration event. If a diffusing helium atom reaches a
cell in the vacuum region, it is erased, and the number of
desorbed helium atoms increases.

After every event, the code checks to determine
whether the condition has been satisfied for terminating the
BCA-KMC phase. If Nt becomes smaller than the thresh-
old number of trapped atoms Lt, the BCA-KMC phase con-
tinues, and the next event is chosen. When Nt ≥ Lt, the
simulation switches into the MD phase to compute the de-
formation of the target material.

In the MD phase, the helium atoms newly trapped in
the BCA-KMC phase are initially inserted into the target
material as atomic particles. The displacements of the tar-
get atoms following recoil in the BCA phase are also re-
flected in the new atomic positions of the target material.
Before calculating the deformation of the whole target ma-
terial, only the positions of the inserted helium atoms and
the displaced atoms are relaxed, while all the other atoms
are held fixed. This relaxation is necessary in order to pre-
vent unnatural repulsion due to the insertion of these atoms
into places too close to other atoms.

Next, a MD simulation is performed using a Langevin
thermostat at temperature T for an interval of S MD steps.
In the MD phase, the surface morphology is changed due
to the pressure from the helium bubbles. Several helium
atoms escape into the vacuum region from holes created
by “bursting.” Therefore, after S MD steps of the MD sim-
ulation, the helium atoms located in the vacuum region are
removed from the system. When the number of removed
helium atoms Nr is greater than the threshold number of
removed helium atoms Lr, a MD simulation is performed
again for S MD steps. When Nr ≤ Lr, the MD phase is fin-
ished.

The elapsed time t for the BCA-MD-KMC hybrid
simulation is defined as the elapsed time in the BCA-KMC
phase, because the timescale for the MD phase is less than
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10−6 - 10−8 times the timescale for the BCA-KMC phase.
From a full MD simulation by Kobayashi et al. [20], the
timescale for “loop punching,” which is a typical deforma-
tion of the target tungsten material due to the pressure from
a helium bubble, is a fraction of a nanosecond or less. Loop
punching can therefore be represented by the MD phase in
the present hybrid simulation. After each cycle, the elapsed
time is compared with the time limit for the simulation tf .
When t < tf , the BCA-KMC phase is started again. The
cell information is reconstructed from the current atomic
configuration calculated in the MD phase. When t ≥ tf , the
BCA-MD-KMC simulation is finished.

Thus, in the BCA-MD-KMC hybrid simulation, the
code cycles between the BCA-KMC phase and the MD
phase. The routine described above for conditional branch-
ing, and the migration events in the KMC phase, is exe-
cuted on the master CPU, while the BCA phase and the
MD phase are executed on multiple CPUs, according to
the DDM. The information about atomic particles is sep-
arated into domains that are used in common by the BCA
and the MD subprograms.

Finally, we list the parameters necessary to run the
BCA-MD-KMC hybrid simulation. The physical parame-
ters are the incident energy EI, the incident flux φ, the tem-
perature T of the target material, the diffusion coefficient
D for the helium atoms in the target material, the atomic
parameters for the incident ions and the target material, the
size of the target material, and the surface direction. Con-
trol parameters are the time step Δt and the number of steps
S MD for an interval of the MD phase, the initial ratio He/W
of the number of retained helium atoms to the number of
tungsten atoms in the target material, the cell size for the
migration of helium atoms in the KMC phase, the resis-
tance coefficient γ for the Langevin thermostat in the MD
phase, the threshold number of trapped atoms Lt used to
determine the end of a BCA-KMC phase, and the thresh-
old number of removed helium atoms Lr used to determine
the end of an MD phase. In general, the time limit tf for the
simulation is determined according to the job scheduler of
the computer system.

4. Example
In this section, we demonstrate the BCA-MD-KMC

hybrid simulation. The parameters for the present example
are EI = 50 eV, φ = 1.4 × 1022 m−2 s−1, T = 2000 K,
D = 1.0 × 10−9 m2 s−1, the incident particles are helium
ions, the target material is tungsten, which has dimensions
of 29.9 nm × 29.8 nm × 33.3 nm, with a (111) surface. In
addition, Δt = 1.05 × 10−15 s, S MD = 500, the initial He/W
ratio is 10−4, γ = 0.952 × 1011 s−1, Lt/S = 10.0 nm−2, and
Lr/S = 0.0 nm−2. The size of the simulation box in the x
and y directions is the same as that of the target material,
while in the z direction it is double the size of the target
material. Initially, the surface of the target is parallel to
the x-y plane and is located at the bottom of the simulation

Fig. 3 A snapshot of a BCA-MD-KMC hybrid simulation. The
left side shows the initial surface, and the right side shows
the surface at 0.13 s. The red and blue spheres are tung-
sten and helium atoms, respectively.

Fig. 4 (a) Total amount of helium retained and the number of
desorbed helium atoms in the MD phase and the KMC
phase as functions of the number of cycles. (b) The
reflection ratio and the self-sputtering yield of helium
atoms in the BCA phase.

box. We assume periodic boundary conditions in the x and
y directions. The tungsten atoms in the bottommost layer
are fixed throughout the simulation. In the MD phase, we
use an embedded-atom-type potential [15]. We performed
the present simulation using 80 CPU cores.

Figure 3 shows the initial surface and the surface at
an elapsed time of 0.13 s. The simulation clearly confirms
the formation of roughness on the surface, which was pro-
duced by the bursting of helium bubbles. We consider this
process of roughness formation to be the initial phase of
the fuzzy-nanoscale-formation process. Figure 4 (a) shows
that the total retention of helium atoms increases rapidly
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Fig. 5 (a) The number of simulation steps in the MD phase, the number of injection events in the BCA phase, and the number of migration
events in the KMC phase as functions of the number of cycles. (b) The computational time for each phase as a function of the
number of cycles. (c) The elapsed time as a function of the number of cycles.

up to the 10th cycle, and then the increase slows down. In
this connection, the desorption of helium atoms up to the
10th cycle is dominated by desorption in the KMC phase,
which is the desorption of single helium atoms diffusing to
the surface. Thereafter, the process is dominated by des-
orption in the MD phase, which is due to the bursting of
helium bubbles near the surface.

One experimental measurement [38] found that, be-
fore the fuzzy nanostructure was generated, the number
of helium atoms retained was 7.5 × 1019 m−2, while after
the growth of the fuzzy nanostructure, the helium retention
saturated at 7.0 × 1020 m−2. In other experimental mea-
surements [39, 40], the helium retention reached 1019 m−2

when the fluence was 1020 m−2, and the helium retention
saturated at 5.0 × 1022 m−2 when the fluence was 1022 m−2

or more. In the present simulation shown in Fig. 4 (a), the
helium retention reached 3.0 × 1019 m−2. Considering that
the elapsed time for the present simulation was 0.13 s, at
which point the fluence corresponded to 1.8 × 1021 m−2,
we conclude that the present simulation agrees with the
experimental results concerning helium retention.

Physical information about the injection process can
also be obtained because the injection process is repre-
sented by the BCA phase, as shown in Fig. 4 (b). The re-
flection ratio is 0.73 to 0.78 at the incident energy of 50 eV,
and variations in the reflection ratio are smaller than 5 per-
cent. The present reflection ratio, which is derived from
the BCA part of the BDoG code, agrees with a BCA simu-
lation using the MARLOWE code [41], with experiments
[41], and with a MD simulation [42]. Sputtering, in which
a tungsten atom is expelled from the surface of the target
material, did not occur in the present simulation. However,
the self-sputtering yield, in which a helium atom retained
in the target material is sputtered out by an incident helium
ion, increases as the number of cycles increases. By com-
paring Figs. 4 (a) and (b), it seems that self-sputtering yield
increases with the total retention amount. Because the en-
ergy transfer is a maximum when the projectile and target
atoms have the same masses, self-sputtering occurs more
easily than the sputtering of tungsten atoms. This also
agrees with the simulation result that the incident helium

ions almost stop in the helium bubbles, as demonstrated by
Saito et al. using the BCA-MD hybrid simulation [32].

We next consider the relationship between computa-
tional time and elapsed time from the viewpoint of compu-
tational efficiency. In particular, in the hybrid simulation,
the load balance between the simulation methods used is
important. Figures 5 (a) and (b) show that as the number
of cycles increases, the number of simulation steps and the
computational time in the MD phase both increase up to
about the 20th cycle. These increases are caused by in-
creases in the number of desorbed helium atoms, as shown
in Fig. 4 (a). After that, the number of simulation steps
in the MD phase becomes almost constant. Although the
number of migration events in the KMC phase is compa-
rable to or greater than the number of simulation steps in
the MD phase, the computational time in the KMC phase is
very small. The second calculation load is generated by the
BCA phase. The number of injection events and the com-
putational time in the BCA phase are almost constant. The
computational time per injection event in the BCA phase
was 0.02 - 0.03 s/shot. Parallelization of the BDoG code
evidently was efficiently performed. Figure 5 (c) shows
that the increase in the elapsed time is proportional to the
number of cycles. From this fact, we can conclude that
the BCA-MD-KMC hybrid simulation has good computa-
tional performance for long-time simulations.

5. Conclusion
We have developed a BCA-MD-KMC hybrid simula-

tion code with the goal of reproducing fuzzy nanostructure
formation. The key point of the present work is that the
injection of helium ions is represented by the BCA. This
process is hard to calculate by MD simulations because the
calculational load is too high, even if recent supercomputer
systems are used. In contrast, by using the BCA, many in-
jection events can be calculated in a short time. To connect
the BCA into an MD code parallelized for a multi-CPU
system, we have proposed a method for adapting the BCA
for the DDM, and we have developed it as the BDoG code.

As a result, the elapsed time in a BCA-MD-KMC hy-

3403061-5



Plasma and Fusion Research: Regular Articles Volume 13, 3403061 (2018)

brid simulation reached 0.13 s, even though the simulation
treated atomic-scale processes. This simulation has con-
firmed the generation of concave and convex structures on
a tungsten surface due to helium irradiation. The present
simulation demonstrated the new BCA-MD-KMC hybrid
code using a computer with only 80 CPU cores. Because
BCA-MD-KMC hybrid simulations will be accelerated us-
ing supercomputer systems, we expect that longer elapsed
times will enable such simulations to reproduce the forma-
tion of fuzzy nanostructures.
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