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In the fusion demonstration (DEMO) reactors, to keep Tritium breeding rate TBR>1 and adapt the first wall and
divertor requirement related to high heat load and neutron shielding, the number of port plugs and other openings
must be limited. In such a scenario, developing alternative methods instead of using infra-red (IR) thermography
to determine peak heat flux and heat flux profile onto divertor target is necessary. The divertor tile equipped with
thermocouples (TCs) can be one of the candidates for heat flux monitoring in DEMO reactors. Multiple temperature
monitoring channels can be set as an array along the observed tile to reproduce the temperature profile. In DEMO, to
avoid the high temperature as well as high neutron flux environment, the monitoring positions can be set further from
the irradiation surface. However, the spatial resolution of this method is lower in comparison to that of the IR cameras.
We apply 2D temperature response functions and the corresponding heat conduction model to LHD divertor tile surface
temperature data to study the effect of monitored temperature profile spatial resolution to the reconstructed heat flux
profile. This might provide some helpful information to define the method of embedding TCs to the divertor tiles in
future DEMO reactors.

I. INTRODUCTION

In the operation of magnetically confined fusion devices,
plasma heat fluxes induce temperature increments in diver-
tor plates and other plasma facing components (PFCs). The
plasma heat flux in ITER is expected to be in the order of 10
MWm−2 during steady state and even much higher at tran-
sition phases.1 Such heat fluxes must be handled to prevent
PFCs damage owing to material erosion. Thus, developing
methods for heat flux measurements is necessary. The accu-
racy of heat flux measurement depends on temperature evolu-
tion data and heat conduction model. In detail, the evaluated
heat flux is only valid when it can reproduce the monitored
temperature evolution with the heat conduction model.

Currently, Infrared (IR) thermography is a popular and re-
liable method to monitor temperature and heat flux into diver-
tor targets.2–5 In the fusion demonstration (DEMO) reactors,
however, divertor heat flux estimation becomes more chal-
lenging. To keep Tritium breeding rate TBR>1 and adapt the
first wall and divertor requirement related to high heat load
and neutron shielding, the number of port plugs and other
openings must be limited.6–8 In such a scenario, measure-
ments with IR cameras can be unavailable. Other types of
thermometers such as Langmuir probes9,10, optical fiber11,12,
or thermocouples (TCs)13–17 have been applied for divertor
heat flux analysis. For DEMO, the divertor tile equipped with
thermocouples (TCs) can be a good candidate because it does
not require any opening area for temperature monitoring and
its time resolution in the order of ms can provide the detailed
temperature time evolution. However, the limited spatial reso-
lution of this method causes difficulty to reconstruct heat flux
spatial profiles with numerical methods.

Inverse heat flux evaluation from temperature data can be

obtained with a heat conduction model. Such a model as-
sumes the control volume (CV) containing the temperature
measurement point, and must satisfy energy conservation law.
Heat flux crossing the boundary, heat generation in the CV,
and internal energy evolution must be balanced. Temperature
response in the CV can be described as a 1-dimensional (1D)
function and it varies with different conditions at the back-
side boundary.15 By interactive fitting such a function to tem-
perature data the heat flux time evolution can be analytically
deduced while keeping the target’s heat balance.16,17

In this work, we expanded the temperature response func-
tion to 2-dimension (2D) to analyze the temperature data of a
divertor tile obtained by IR thermography in the Large Helical
Device (LHD).4 This method provides temperature and heat
flux spatial profiles, as well as their time evolution. Moreover,
the response function is applied to different down-sampled
temperature patterns to study the effect of spatial resolution
on the reconstructed heat flux profiles. This might be help-
ful to determine TCs embedding methods in DEMO’s divertor
targets In the next section, 1D temperature response function
is introduced. In section III, an analysis of temperature data
in LHD divertor tile using 2D temperature response function
is presented. Section IV is discussion and conclusion.

II. 1D TEMPERATURE RESPONSE FUNCTION

Figure 1 shows the schematic of a sensor target where Lx
and Lz are its width and thickness, respectively. The target is
considered as a CV containing the temperature measurement
point. The 1D temperature response function is determined
by assuming that the boundary at z = 0 is irradiated by a ho-
mogeneous heat flux. To ensure heat balance in the CV, the
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FIG. 1. A rectangular target is modeled for defining temperature
response function
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FIG. 2. Time evolution of a temperature profile obtained by IR cam-
era (discharge number 151745)

response function must satisfy 1D heat conduction equation.
In general, this balance depends on the cooling system of the
target and choices of back-side boundary condition at z = Lz.

Temperature response functions S(z, t) of step-like heat
flux with different back-side boundary conditions has been
proposed15 and successfully explained the effect of TC sig-
nal time delay owing to the target thermal diffusion time. By
fitting the response function to measured temperature data, the
time-dependent heat flux can be estimated. This method, so-
called pulse decomposition, has been applied to analyse the
divertor heat flux in LHD16 and GAMMA 10/PDX17. The es-
timated heat flux is averaged for the whole target area which
might be relevant for small sensor targets.

Figure 2 indicates the surface temperature profile and its
time evolution at z = 0 obtained by an IR thermography sys-
tem in LHD divertor tile4. This data set corresponds to the
discharge shot number 151745, where the plasma started at
∼3.5 s and stopped at ∼5.5 s. The temperature data obvi-
ously shows two temperature peaks at x= 40 mm and x = 80
mm. The tile of consideration consists of a graphite layer with
Lz = 15 mm. A heat sink system is embedded behind the tile
for heat removal.

Equation (3) in15 describes a temperature response function
assuming that the temperature at z = Lz is kept at background
temperature by a heat sink. Such a response function is incor-
porated with the pulse decomposition method16 to estimate
heat flux evolutions from the temperature data extracted from
figure 2. The heat flux evolutions estimated from the temper-
ature data at x = 40mm and x = 80mm are shown in figure 3.
Note that the heat flux evolution is averaged for 0 < x < Lx.
The monitored temperature evolutions and that reproduced by
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FIG. 3. Heat flux evolutions estimated by pulse decomposition
method16 and S(z, t) function at (a) x= 40 mm, and (b) x=80 mm.

1D temperature response function are indicated by the green
scatters and the magenta solid line, respectively. Owing to
the profile effect, the temperature evolution at x = 40mm [see
figure 3 (a)] is much different from that at x = 80mm [see
figure 3 (b)]. This induces the differences corresponding to
tendency and peak value in the heat flux evolutions. Besides,
severe negative heat flux value can be found in figure 3 (b) at
t = 5.5s when the heating pulse terminated. With the 1D tem-
perature response function S(z, t), the heat flux at z=0 must
be small to reproduce temperature decrements. If the temper-
ature drastically decreases, results with negative heat fluxes
are inevitable. However, this unreasonable point can be over-
come by consideration of heat diffusion in the other spatial
directions.

III. 2D TEMPERATURE RESPONSE FUNCTION

With the consideration of profile effect in divertor tiles, ex-
panding the response function to x direction is necessary. In
this approach, the response functions become 2-dimensional
including parallel and perpendicular directions to the tile sur-
face. To determined 2D temperature response function, the
target indicated in figure 1 is assumed to be irradiated by the
step-like heat flux with normalized profile f (x) in the front
boundary z = 0.

q(t) =
{

0 (t < 0)
q0 f (x) (t > 0) (1)

Side boundaries at x = 0 and x = Lx are assumed to be ther-
mal insulated ∂T

∂x = 0. Background temperature when t < 0 is
denoted by T0. The response function S(x,z, t)=T (x,z, t)−T0
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for this step-like heat flux in asymptotic solution can be gen- eralized as

S(x,z, t) =
{

0 (t < 0)
∆T ( 1

2 α0g0(
z

Lz
)+∑

nmax
n=0 αngn(

z
Lz
)cos(nπ

x
Lx
)) (t > 0) (2)

where ∆T = q0Lz
κ

. Equation g0 and gn depend on back-side
boundary condition. Coefficients α0 and αn are defined by
expanding the heat flux profile f (x) as

f (x) =
1
2

f0 +
nmax

∑
n=0

fn cos(Bn
x
Lx

) (3)

where Bn = nπ .
In this work, the temperature response functions are defined

for two different conditions in the back-side boundary. One
assume that the temperature in the back-side boundary is kept
to be T0 by a perfect heat sink so that the target temperature
does not increase during the discharge. Another assumes that
the back-side boundary is thermally insulated ∂T

∂x = 0. Func-
tion g0 is referenced from the asymptotic term of the temper-
ature response functions in15. In the insulation case, function
g0 contains a time-dependent term where the time variable t

is normalized with τ . τ = 4
π2

L2
z

α
deduced from 2D heat con-

duction equation 1
α

∂T
∂ t = ∂ 2T

∂x2 + ∂ 2T
∂ z2 ,

(
Cn
Lz

)2
=

(
Bn
Lx

)2
where

κ and α = κ

cρ
are heat conductivity and thermal diffusivity of

the divertor tile material.
Table I summaries the dependence of the temperature re-

sponse function on back-side boundary conditions. The back-
side boundary conditions lead to different temperature profiles
even with the same heat flux profile applied to the front bound-
ary at z = 0.

TABLE I. Dependence of coefficients on back-side boundary condi-
tions

Prefect sink Insulation
g0 1− z

Lz

4
π2

t
τ
− z

Lz
+ 1

2 (
z

Lz
)2

gn sinh(Cn(1− z
Lz
)) cosh(Cn(1− z

Lz
))

α0 f0 f0
αn

fn
Cn cosh(Cn)

fn
Cn sinh(Cn)

Effects of back-side boundary conditions are illustrated in
figure 4. Here the target is assumed to be graphite with Lz = 15
mm and Lx = 143mm. The heat flux with q0 = 1 MWm−2 and
normalized profile f (x) is illustrated in figure 4 (a). The tem-
perature profile in the target can be obtained by equation (2).
Figure 4 (b) and 4 (c) indicate the temperature profiles with in-
sulation and sink back-side boundary, respectively. In figure 4
(b), the heat accumulation can be observed at the back-side as
no heat transfer occur. In the heat sink case, the temperature
profile in figure 4 (c) has lower peak values with no tempera-
ture increment at z = 143 mm.
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FIG. 4. From (a) the same heat flux profile at z = 0, the tempera-
ture profiles determined with (b) insulation-, and (c) sink back-side
boundaries are very different.

Before applying the temperature response function to anal-
ysis, carefully determining the back-side boundary condition
is important. The perfect sink and perfect insulation boundary
conditions, however, are not realistic. The heat sink boundary
condition is not reasonable for long-time irradiation. Besides,
it is difficult to ensure that there is no heat exchange occurring
in the thermal insulation boundary. In the real experiments,
the back-side boundary condition is somewhere between the
two cases provided in this work.

A. Reconstruction of temperature and heat flux profile
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As heat removal is processed by the heat sink system be-
hind the LHD divertor tiles, equation (2) with heat sink back-
side boundary condition is chosen to analyze the temperature
profiles in figure 2. Here the response function is defined
with Lx = 143mm, Lz = 15mm, and the thermal properties of
isotropic graphite. Coefficients α0 and αn for the temperature
profile can be obtained by interactively fitting the response
function to the temperature data along x direction. After that,
coefficient fn for the heat flux profile can be estimated from
α0 and αn.

Figure 5 shows the reconstruction of temperature and heat
flux profile at t = 5 s, when the plasma parameters are in
steady state, using 2D temperature response function. Such
results are obtained by fitting response function to all 143
temperature data on x direction. The temperature response
function in equation (2) includes Fourier series with the series
number denoted by nmax . In figure 5, the fitting is obtained
with nmax =20. In the top graph, the magenta line and green
line correspond to the temperature profile monitored by IR
camera and that reproduced by temperature response function,
respectively. Although the monitored and reproduced profiles
differed at some position, the spatial tendency in temperature
profile can be well described using 2D temperature response
function. The reconstructed heat flux includes one broad peak
at 0 to 60 mm and a very sharp peak at 80 mm. The negative
heat flux at x ∼85 mm is a numerical error relating to Fourier
series. Such an error is not related to the negative heat flux
obtained in figure 5(b).

IR cameras can provide temperature profiles with fine spa-
tial resolution. However, with the technical requirement in
future DEMOs as discussed in the previous section, the mea-
surement with IR cameras might be inapplicable. Among sev-
eral solutions for heat flux analyzing, divertor tile with embed-
ded TCs can be promising. However, the spatial resolution of
this method depends on the finite number of TCs so the mon-
itored temperature pattern can not have the good resolution as
obtained by IR cameras. The array of TCs needs to satisfy
two main requirements. Firstly, the temperature profile must
be reasonably reproduced. Secondly, the number of TC must
be as few as possible.

To study the impacts of monitoring spacial resolution on
the reproduction of temperature profiles, we artificially down-
sample the temperature profiles into sparse temperature data
to emulate TC signals and try to reconstruct them using the
2D response function. The spatial resolution of the sparse
temperature profile is denoted by dx and nTC stands for the
number of temperature monitoring channels. The temperature
profiles in figure 2 have dx = 1 mm and nTC = 143. To be
economical for TC measurements, temperature profiles must
be reasonably reconstructed from small nTC.

Figure 6 shows the reconstruction of the temperature profile
at t = 5s with decreasing the number of nTC. Sparse tempera-
ture profiles are denoted by green scatters. The blue solid lines
are reconstructed by applying the 2D temperature response
function to the sparse temperature data. The magenta line cor-
responds to the temperature profile obtained by IR cameras.
With dx = 7mm, the broad peak in the area from 0 to 70mm
can be well described. The sharp peak at 80mm is underesti-
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FIG. 6. Effects of nTC =(a) 21, (b) 15, (c) 8, and (d) 6 are inves-
tigated to find the fewest monitoring channels that can reasonably
reconstruct the temperature profile at t=5s

mated while its width is quite close to that of the IR temper-
ature profile. When dx is reduced to 10 mm, reconstruction
in the broad peak remains reasonable. However, uncertainties
can be seen at the sharp peak. With dx = 20 mm and dx = 25
mm, the difference between the monitored profiles and the re-
construction becomes larger. In case of dx = 25 mm, the two
peak of temperature cannot be recognized.

The monitoring resolution does not need to be so fine to re-
produce the broad peak while the sharp peak demands a much
higher resolution. nTC dominates the accuracy of reconstruc-
tion. Besides, the monitoring position plays an important role.
If the field line to the divertor target can be traced in advance,
arranging more TCs in the field line area can optimize the
number of monitoring positions.
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FIG. 7. Effect of fitting series number nmax to temperature profile
reconstruction at t = 5 s with (a) nmax=5, (b) nmax=10, (c) nmax=15,
and (d) nmax=20.

The temperature response function in equation (2) is com-
posed of Fourier series. If the number of series, denoted by
nmax, is too small, the temperature profile cannot be repro-
duced precisely. However, if nmax is too big, it will cause
unnecessary noise fluctuation since the temperature profile is
reconstructed with much more functions than the actual mon-
itored data it has.
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Figure 7 shows profiles reconstruction with dx = 10 mm
and nTC = 15 with different nmax numbers. nmax =5 is not
sufficient to reconstruct the profile, the two peaks cannot be
recognized. With nmax = 10, the shape of the broad peak is en-
sured while the sharp peak is underestimated. When nmax in-

creases to 15, both peaks can be reasonably reconstructed and
the fluctuation from 100 to 140 mm is reduced. No big dif-
ferences can be observed when nmax increases to 20. It means
nmax = 15 can be an optimal value to reconstruct this profile.

Figure 8 reveals the reconstruction of temperature profiles
at t = 3.5 s. Although this profile is different from the one
at t = 5s, it can be reasonably reconstructed with the optimal
number of nTC = 15, dx = 10, and nmax =15.

B. Reconstruction of heat flux evolution

The response function is equation (2) is an asymptotic solu-
tion which is able to reconstruct the temperature profile. How-
ever, to estimate the heat flux evolution, transit solution must
be used. By writing the asymptotic solution in equation (2) as
Sasym(x,z, t), the response function S(x,z, t) = T (x,z, t)− T0
with the transit solution referenced from [15] is described as

S(x,z, t) = Sasym(x,z)+∆TA
∞

∑
n=0

∞

∑
m=0

An,m cos(Bn
x
Lx

)cos(Dm
z

Lz
)exp(−τn,m

t
τ
) (4)

where τn,m = 4
π2 ((

Lz
Lx
)2B2

n + D2
m) is defined to satisfy the

heat conduction equation. Bn is the same as that for
Sasym(x,z, t). Dm = π(2m+1)

2 is determined from boundary con-
dition at z = Lz. AAn,m in determined from initial condition
when t = 0.

Figure 9 reveals the heat flux evolution obtained by pulse
decomposition method16. This calculation is performed by fit-
ting the temperature response function in equation (4) with the
monitored temperature data. At x=80mm, heat flux estimated
by the 2D model does not show severe negative values at t=5.5
as observed in the estimation using 1D temperature response
function. At x=40mm, however, the heat flux is not terminated
after the end of discharge. In our estimation, the target back-
side is assumed to be perfect heat sink. Such finite values of
heat flux after discharge termination in this area mean that the
heat is not removed completely from target backside. Besides,
there are possibilities that the heat transfers from y-direction.
In addition, heat flux profile in our estimation is assumed to be
constant during the discharge. So, changes of profile during
discharge time might also contribute to such an unreasonable
heat flux evolution.

IV. DISCUSSION AND CONCLUSION

1D temperature response function S(z, t) and pulse decom-
position method have been applied to deduce heat flux evo-
lution in several experiments. In the divertor tiles, where the
effect of heat flux profile is unavoidable, the 1D estimation
model might involve to underestimation of the peak heat flux.
Thus, expanding the temperature response function to x direc-

tion is necessary. In the present work, we successfully deter-
mined 2D temperature response function S(x,z, t) and applied
it to LHD divertor tile temperature data at z = 0.

The temperature profiles can be reconstructed even with re-
duced numbers of data points in x direction. With the heat flux
profile in the order of cm in LHD divertor tile, we found that
10 virtual thermometer channels would be sufficient to repro-
duce the temperature profile along the width of 10 cm. This
number can even be optimized if magnetic field data is known
in advance so that TCs can be concentrated only in the area
of consideration. In the future fusion reactor, the sharpness
of heat flux profiles depends on magnetic field configurations.
Thus, the thermometer channels number must be determined
basing on magnetic field data. Temperature signal from TC
measurement might be slower when setting TCs further from
irradiation surface. Thus, the delay effect must be considered
to reproduce temperature evolutions.

If the profile is kept constant during the discharge, it is pos-
sible to use the function S(x, z, t ) to obtain the temperature
profile evolution from the amplitude of decomposed step heat
flux pulse and temperature evolution referenced at only one
position (e.g. at x = 40 mm). Besides, the dependence on
the heat flux profile can be referenced at only one time slice
(e.g. at t = 5 s). In comparison with the temperature data in
figure 2, however, the reconstruction does not completely re-
produce observed irradiation surface temperature evolution. It
means there are changes in the temperature profile during the
discharge. To overcome this problem, the profile coefficients
must be repeatedly determined to calculate decomposed heat
flux size. In addition, improvements relating to the back-side
boundary and heat transfer in the third dimension are required
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FIG. 9. Heat flux evolutions estimated by pulse decomposition
method16 and S(x,z, t) function at (a) x= 40 mm, and (b) x=80 mm.

to precisely reflect the experiment condition. This will be left
for future work.
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